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Abstract

The purpose of this paper is to estimate the inmpoe of energy infrastructure on
cross-country differences in manufacturing levets veell as differing rates of
industrialization. It addresses statistical isssigsh as reverse causality, endogeneity
bias and omitted state-dependent variables. Irtiaddd estimating the impact for the
sample as whole—79 countries observed from 192D00—the sample of countries
is divided into four groups, based on income levelproxy for different stages of
development. In addition, a group of Asian fastwgos is examined. The results
indicate that energy infrastructure in an econoftyiceneaningful way helps to
explain why some countries have managed to in@ligeiwhile others have been less
successful. Energy infrastructure is positive aigtiBcant across all income groups
as well, but, as expected, there are importanemdiffces. The impact is greatest for
the poorest economies and fast-growing Asian tigemergy infrastructure also offers

an explanation for differing industrial growth rate

Keywords Energy infrastructure, manufacturing, industridévelopment, cross-

country regression.
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1 Introduction

Much of today’s prosperity rests on secure andletalocess to energy. Without
requisite energy infrastructure, modern productgnnds to a halt, as can be
witnessed in parts of the developing world. Afrisaa case in point. For example,
only one in four Africans has access to electricitgt, less than five per cent of the
continent’s hydropower potential has been tappedddnce on the dependence on
energy was also clear from the recent oil pric&kpe&008, which spurred innovative

activities to come up with alternative energy sestc

With few exceptions, countries that are rich hawedme so through industrial
development, notwithstanding the fact that mosthef industrialized countries are
already focusing on services, rather than manufiagguCompared with agriculture
and services, manufacturing production is relayivaergy-intensive, which implies
that industrialization increases demand for eneagg, thus, a need for adequate
energy infrastructure. From this, the conclusiorersgas that some countries are rich
while others are not because the former have managensure their access to energy

by building infrastructure.

Why is energy important? The most direct role oérgy is that of an input to
production. In effect, a world without electricitgmounts to non-mechanized
production. While erratic supplies of electricityisaipt production, voltage
fluctuations negatively affect the durability of omnes. Better electricity-related
infrastructure can, thus, raise the efficiency ahgtability of physical capital.
Furthermore, economic growth and development aosety linked to embodied

technological progress and capital accumulation.

Electric utilities combine the services of infrastiure networks with inputs of capital,
labour and fuels and sell the output directly tdeot industries. The unpaid
infrastructure inputs are converted to a paid faofoproduction in the downstream

industry. Improvements in the quantity and quality the infrastructure network

! Another example is Latin America, for which Caldlerand Servén (2004b, a) show that the continent
lags behind the international norm in terms of dinarand quality of infrastructure and that

infrastructure is an important determinant of G gapita growth.



upstream appears as a cost reduction of the intkateepurchases of electricity

downstream or as an improvement in the qualitycops of these services.

In Barro’'s (1990) seminal endogenous growth pagemernment expenditure is
introduced as a public good in the production fiomctThe effect is to increase the
rate of return to private capital. This, in turriingilates private investment and
growth. Estache (2006) argues along similar lifié® more sectors that are linked to
electricity power generation—such as banking seetbe more important it is for

overall output and development. For example, et@ttrproblems mean that output
in banking and construction decreases, which hasgative impact on financing and
construction of new dams and power plants, whieh,turn, reduces energy
infrastructure further. Hence, linkages betweenascgenerate a multiplier effect
through which productivity problems are amplifiedhis is true for other

complementary inputs as well, but not all of thema equally important to deal with

in terms of their damage to production (Jones, 2008

One effect of this is to force misallocation of sesces to compensate for the low
productivity in electricity power generation. Theédso has consequences for other
sectors’ ability to accumulate sufficient capit&einikka and Svensson (2002)
illustrate this in the case of Uganda. Ultimatdhe effect depends on the share of

energy in gross output, in which it tends to beeasing.

However, the impact of energy goes beyond suclctda#ects. Agénor and Moreno-
Dodson (2006) and Agénor (2009) provide exampless@feral channels not
previously discussed or highlighted in the literatuAn indirect effect of energy
infrastructure is to provide citizens with educatend health services, which, in turn,
affect productivity. Access to electricity redudeg cost of boiling water as well as
improves hygiene and health. In addition, hospitale highly dependent on
electricity. Electricity increases opportunities tse electronic equipment (e.qg.,
computers) as well as study time, which improvenigay. The effect on health and
education are also interdependent in that bett@tthecreases school attendance and
learning ability, and better education increaseblipuawareness and capacity to

address health needs. Although education and hestles, on the one hand and



sectoral linkages to banking and construction,henather, appear more important for

developing countries, they are central to the goests to why industry levels differ.

Another way to assess the importance of energwstructure is to consider what
happens when it does not exist or is dysfunctiomakerms of providing access to

many users and ensuring stable supply. A recenid\Bank (Foster, 2008) project

on infrastructure found that, in Africa, energyaesces are concentrated within a few
countries, whose capacity to supply power-defiarkets is hindered by physical and
financial barriers to cross-border trade, whilertleeonomies are too small for them
to develop fully those untapped resources. Furtbegpmost African energy markets

lack the size to reap the efficiencies of largdesetectricity production.

The power generation capacity in sub-Saharan Afi&3A) is equivalent to that of
Spain. But excluding South Africa reduces the capdo that of Argentina or one-
third of South Asia. A quarter of the region’s gkaare inoperative. In 1970, SSA had
almost three times as much electricity-generatiagacity per million persons as
South Asia, with similar per capita incomes. Thdeeades later, South Asia had left
SSA far behind, with nearly twice the electricitgrgrating capacity. The worst
situation is for the power sector in Africa, whidalivers only a fraction of that found
elsewhere in the developing world. Many state-owuidies barely cover operating
costs, requiring state subsidies, which burderbtidget. Operating and maintenance
costs absorb three-quarters of total spending. Mame Africa faces both higher
electricity prices and operating costs than otlegrans (Foster, 2008). Andres al,
(2008) report that, according to the World Bankigastment climate assessments, 55
per cent of survey respondents in Latin America #mel Caribbean considered
infrastructure to be a major or severe obstaclthéooperations and growth of their
business. Problems with electricity and transpertiises especially deter foreign
direct investment and export participation.

Electrification attempts in Africa in the 1970s ahf880s largely failed. In some
countries, dictators pillaged power stations fortpand fuel, while in others power
stations were built but not maintained. Turbinesemein at full capacity until they
broke and, then, were abandoned. In SSA, concemirdé&nds to be too small,

reducing access to electricity. In 2002, for examphccess to electricity was
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estimated at 24 per cent of the total populati@mmgared with 48 per cent in peer

low-income countries (Auriol and Blanc, 2009).

The consequences include power outages that avé@gagays annually costing
manufacturing firms five to six per cent of theavenue and leading to low firm
productivity. To compensate for lack of electrigitpany firms invest in their own
generators. However, small- and medium-sized emsexp (SMEs) cannot afford
generators, leading to lost revenues of as muc0gser cent.At macro level, the
implication is deteriorating growth. Another examp$ India, for which Fernandes
and Pakes (2008) show that firms in states suffefiom electricity outages
experience considerable production losses, asasgelieing less productive than the
average in those states. In addition, capital abdur are more below their optimal

levels than in states with less production loseas foutages.

This paper focuses on that conclusion. More speadiff, an attempt is made to
estimate if access to energy is an important exdta variable for cross-country
differences in levels of manufacturing productiowl aif so, to gauge how important it
is. Answering this provides a long-term view of uisttial development and, to an
extent, of its role for the overall income level. rAlated but temporally different
question is whether increase rate of investmephergy infrastructure triggers faster
industrial growth. In other words, do countriesttimvest more in such infrastructure

also experience more rapid industrial development?

2 The authors’ model suggests that, at low profiigbsegments, private companies should provide
electricity services because the social cost fohgrovision is too high, which means the alterreati
is no services at all. At profitable segments, fmubtilities dominate, however at highly subsidized
rates and, thus, prices charged are too low. Haidd to losses among public utilities, which, imtu
imply low investment and poor general provisiorsefvices. Only the wealthy are served, but they
represent a fiscal burden on all.

® Some of the references on the impact of unrelipbiger on the cost of production and welfare losses
include Kessides (1993), Lee and Anas (1992), Adejui (2005) and Foster and Steinbuks (2009).
The last study reports that the extent of own gaimr in Africa is slightly higher than in the Uad
States and actually lower than in the enlarged emo Union. However, in three countries in
Africa, own generation accounts for more than 25 gant of installed capacity, while, for nine
others, the figure is between ten and 25 per CHmt is a phenomenon particular to low-income

countries and those countries focused on natusaldree industries.



Most empirical work on the impact of infrastructurse public capital as a proxy.
This is reasonable if one is concerned with infrattire as a whole. However, if the
focus is a certain aspect of infrastructure, suxlergergy, public capital needs to be
replaced by some other indicator. In this paperctygacity to generate electricity is
used to proxy for energy infrastructure. Furthermdie variable on which the impact
is assessed is usually some aggregate measureextmple GDP or labour
productivity. Few papers focus on the relation et output and energy
infrastructure at sectoral levels. The implicatignthat of drastically reducing the
volume of previous work that is directly comparatdehe question posed here. This
paper, therefore, contributes to a meagre litegalyr shifting the focus from the total
economy level to manufacturing and linking that tee impact of energy

infrastructure.

The results suggest that both answers are affivemadf the notion that energy
infrastructure and its growth are important for lexging cross-country level

differences in industry and the pace of industdavelopment. The impact is
economically meaningful and reflects the importaminplementary role that energy
plays for production. While the policy implicatiofier countries trying to catch up
with the leaders may seem obvious—that is, it isdpctive to invest in energy
infrastructure—they have to be compared to altereanvestments that may have
higher rates of return. Nevertheless, there is seuwigence that for relatively poor
countries investment in energy infrastructure isrtimwhile, while for already

industrialized economies such investments may roa$ urgent compared with the

alternatives.

The paper, then, proceeds with a review of thetdichiempirical literature on the
impact of energy infrastructure on manufacturinggdf®n 2), discussion of the
empirical model used in this paper (Section 3) deskriptive discussion of the data
used in Section 4. The econometric results areyaedlin Section 5, while Section 6

concludes the paper.

2. Review of the empirical literature
The empirical literature on the impact of infrasttre on output and productivity

tends to focus on the one hand, on public capital, @n the other, aggregate
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performance indicators such as GDP growth. Thetitls work on direct measures
of energy infrastructure and sectoral performantiile the literature on public
capital and GDP growth is vast, in this sectiorg thview concentrates on studies

where energy infrastructure and performance indisadre present.

Aschauer’s (1989) paper on public capital and GD&wth in the United States
essentially marks the genesis of the literatufEhe discussion and subsequent
attempts to resolve those issues was essentidgdijgeted by the large estimated
elasticity that he obtained. The implication wagt thn investment would pay for itself
in less than two years. While some researchers, (dignnell, 1992) found support
for Aschauer’s results, many others questioned thHem example, Gramlich (1994)
in his review of the literature asked why, with Buclarge return, everyone not begins

to invest in infrastructure.

Others related the large estimate to questionatd@mametric practices. The large

estimate could, for example, stem from failure ¢ocaunt for omitted state-dependent
variables, reverse causality and non-stationarg.ddéence, the correlation between
public capital and GDP would be spurious. But igthestimates might be expected
because of externalities and network effects,astlat more disaggregated levels. The

guestion is how large an estimate is acceptable.

Canning and Pedroni (2004), covering 43 countniemf1950 to 1992, address the
issue of spurious regression and reverse caudayitesting whether output per capita
and energy infrastructure are co-integrated. Theg fthat this is the case but that
causation runs in both directions. Furthermore,ytr@so find cross-country
heterogeneity in terms of causality—in some coestrtausation is bi-directional,
while in others it is uni-directional—but not redarg the sign of the long-run
parameter. On average, the estimated value is tbosero and, statistically actually
insignificantly different from zero, but positiv€learly, this result differs markedly
from large estimates, such as that obtained, famgie, by Aschauer. Another result

Is that countries tend to be close to the optiraaél of energy infrastructure, albeit

* His analysis was later extended to cross-courargpdes of developing countries (Aschauer, 2000)
and Mexico (Aschauer and Lachler, 1998).



with some evidence of under-provision in some coest The observed heterogeneity
suggests the need also to examine country gronghid paper, the issue of country
groups is revisited, on the implicit assumptiont ttf@ir co-integration result also

holds for manufacturing.

Unlike the former paper, Esfahani and Ramirez (2@@¥elop a structural model of
infrastructure and output growth that takes intooamt institutional and economic
factors that mediate in the infrastructure-GDP raxt@ons. The data cover 75
countries, from 1965 to 1995, which are used inadat averages providing a
maximum of three observations for each country.yTived that the contribution of
power and telecom services to GDP is substantiath—vmplied elasticity ranging
from 0.13 to 0.16—and generally exceeds the cogprovision of these services.
However, the realization of this potential depemubs institutional and economic
characteristics, which affect steady-state assa®@dios as well as adjustment rates

when asset-GDP ratios diverge from their steadigsta

The steady-state elasticity of infrastructure wikpect to total investment is greater
than one, that is, countries that manage to investe do so particularly in

infrastructure sectors. In other words, factorg firavent countries from investing at
high rates tend to hinder particularly investmentinfrastructure. Among those is
government credibility, which affects growth mainby speeding up the rate of
adjustment rather than the steady-state asset-maatios. This means that in the
long run governments can manage to invest in itrfregire; in the short and medium

run, this is more difficult and might require extal assistance.

Hulten and Isaksson (2007) suggest that at diffeseages of development different
kinds of infrastructure are important for explamirdifferences in income and
productivity levels, that is, they are interested addressing cross-country
heterogeneity. To this end, for 112 countries betw&970 and 2000, they regress
total factor productivity levels oninter alia, electricity-generating capacity. They
divide the countries into five groups, according ttte World Bank’s income

classification, assuming that income levels provida adequate proxy for

development stage. In addition, they create twagsmf fast-growing economies, the



original four East Asian tigers and second-genenafAsian fast growers including

China and India.

For the sample as a whole and based on the fiXedtef estimator, energy
infrastructure is positively related to TFP, witle@efficient of 0.12. In other words, a
10 per cent increase in energy infrastructure se@ated with a 1.2 per cent increase
in TFP. For country groups, the OLS estimator poegupositive, but not always
statistically significant, coefficients for all cotry groups. By contrast, the fixed-
effects estimator yields very different resultsrski the parameter is statistically
significant only at income levels starting from kemmid, which, as expected, falls
with increasing income. This result points to thastence of possible threshold
effects suggesting that the impact is greater retbping countries. Secondly, the
parameter is negatively signed for both groups agfid Asian fast-growers, and
significantly so for second-generation tigers. hlaéion of differing impact of energy
infrastructure at different stages of developmenappealing and is taken up in the

present paper too.

In a recent study on South Africa, Fedderke andeBod2009) investigate the impact
of energy infrastructure, measured as gigawatt hadirgenerated electricity. The
authors distinguish between direct and indirececf, where the former concerns
labour productivity growth and the latter total ttcproductivity growth, both based
on value added production functions. The data tlesyare aggregate and three-digit
manufacturing sector data with observations fromi0l® 1993. Only results for the

manufacturing sector will be reported here.

Based on instrumental-variables regression, gdgerdie authors find that the
elasticity of labour productivity with respect toexgy infrastructure is higher than in
the non-instrumented case, i.e., instrumentatiodgdo inflate the estimates, while
the expectation might have been the opposite. Tasti@ty of power generation is

0.06 and statistically significant. In other wor@s,10 per cent increase in power



generation boosts labour productivity by 0.6 pertcehich is not a very large effett.
In the case of TFP growth, the elasticity is onlp40 This suggests that energy
infrastructure in South Africa does not seem torexe strong influence on

productivity.

Based on Barro (1990), Noriega and Fontenla (2@@ygelop a model for Mexico
where public and private capital are complementgddnce for the role of electricity-
generating capacity is, then, sought by way of tseees econometrics—bivariate
vector autoregression—and long-run derivatives fro®®0 to 1994. The impulse-
response analysis shows that shocks to energysiniciure become positive after
two to three years and have a significant effecteml output per worker only after
seven. This effect proves to be permanent forithe horizon of the 20 years under
consideration. In the case of Mexico, the impackepérgy infrastructure becomes
evident only after a rather long lag. If generalizéo other countries, a

contemporaneous regression might not be able toieahe effect.

Using principal components analysis, Calderén amdvéh (2004) construct an
infrastructure composite consisting of informatmmtelecommunications, electricity-
generating capacity and roads for 121 countriesdxt 1960 and 2000. In addition,
they construct an indicator of infrastructure duyasiervices based on waiting time for
telephone main lines, percentage of transmissioth distribution losses in the
production of electricity and share of paved roedtotal roads. They, then, regress
growth of GDP per capita on a set of controls dreltvo infrastructure composites
employing several estimators including their prefdr GMM-systems estimator of
Blundell and Bond (1998). They also consider eddh@infrastructures individually.
Independent of estimator, the stock of infrastreetenters significantly, with a
positively signed coefficient, while the qualitymposite is only significant in one
case but with a clearly smaller parameter. Elatgrgenerating capacity alone is also

® This is much smaller than what the authors obfimirthe aggregate economy, in which the elasticity
ranges from 0.2 to 0.5 depending on specificatiime reason for the difference is probably the

important role that the mining sector plays in $oAfrica.



statistically significant, but its significance se®to be sensitive to the inclusion of

roads and railways. Power quality is statisticaiignificant®

Moving from macro to micro data, Dethier, Hirn afdraub (2008) survey the
Business Climate Survey Data to explain enterpps€formance in developing
countries. Their study covers as many as 55 emgerpurveys. Of electricity,
telecommunications and transportation, electricgiyjerges as the most serious
infrastructure problem, especially in the pooresuntries. Electricity constraints
decrease in perceived severity as GDP per capia.rThis result seems to be true for
Guatemala, Honduras and Nicaragua as well as enEastern European countries,

but not in China, where technological infrastruetaonstraints are more important.

However, the latter result is contradicted by Dwollddallward-Driemeier and
Mengistae (2005), which find that power losses hagegnificantly negative effect on
productivity in Bangladesh, China, India and PalisiReinikka and Svensson (2002)
show that in Uganda, private investment, employnam probability to export are

negatively related to power interruptions, excepewfirms own their generators.

One paper that focuses on both energy infrastrecimd manufacturing is that by
Hulten, Bennathan and Srinivasan (2003). The asthanalyze the Indian
manufacturing sector from 1972 to 1993 and trystate the role of spillovers, or
network externalities on productivity. The measwk energy infrastructure is
electricity-generating capacity. Increasing theacdly at one point in an existing
system may have effects throughout the entire nétwg extending critical links or

removing bottleneck&Their approach centres on total factor produgtivéther than

real output and is inspired by the work of, for mde, Hulten and Schwab (1991). If
such extensions or removals lead to expansion oflymt and factor markets,
economies of scale and scope, competition and aption, productivity may

® Calderén (2004) repeats the exercise for 93 cmstfor 1960-2005 for the composites of
infrastructure stock and quality and essentiallyfitms the results of Calderdn and Servén (2004).
" 0On the other hand, unless bottlenecks are attetml@dngestion, could be seen as representing a

negative externality as the number of users inereas
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increase. These effects occur outside the markee@nd are not mediated by prices

and, thus, are external to firms on the network.

Using the fixed-effects estimator, the authors tmdexternalities-elasticity of 2.4 per
cent—1.9 per cent when including highways as wetl~tfie whole time period in the
base modef When extending this model to allow for spillovecr@ss state
boundaries, the elasticity increases to 6.8 pet. CHme gross marginal product of
energy infrastructure is much below that of privatpital suggesting that the
estimated impact is not exaggerated. However, vdwaounted for in a sources-of-
growth framework, the effect is 30 per cent of t@i@ductivity when simultaneously
accounting for roads, which is considerabl&inally, the authors surmise that the
effect of infrastructure investment and attendamemalities depends on the degree of
development of the network, where a greater effecexpected in a relatively

undeveloped network.

Adenikinju (2005) and Lee and Anas (1992) rely om{level data to show that a
considerable percentage of Nigerian firms regandgroand voltage fluctuations as
major obstacles to their operations. In fact, it of business obstacles, electricity
takes first place. Power failure or voltage flutciias occur several times a week,
each lasting for some two hours, without prior viagn Costs imposed on firms
include idle workers, spoiled materials, lost otfplamaged equipment and restart
costs. To counter these costs, private firms peekctricity, but this increases set-
up costs for manufacturing firms. Evidence suggdéisés manufacturing plants in
Nigeria spend on average nine per cent of theialkibe costs on infrastructure, with
electric power accounting for half. Cost shareshagher for small firms, for which
private infrastructure provision is as much as 25 gent of physical capital costs.
This would seem to be in line with Escribano, Ghaand Pena (2008), who argue
that, in most SSA countries, 30-60 per cent ofatheerse effects on firm productivity
is caused by deficient infrastructure. Of this amtpdor half of the countries, the

power sector constitutes 40-80 per cent of thegtfucture impact.

® This is the impact over and above the direct éffénfrastructure on manufacturing productivity.
° The term total productivity is used because tHeutation is done within a gross output rather than

value added framework.
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To summarize, macro as well as micro studies appeashow that energy
infrastructure is important for GDP growth and,arfew cases, for manufacturing.
There are serious econometric issues involved timasng the impact and papers
seem to address one or several of those. Excepiutien and Isaksson (2007), no
study considers differences in stage of developyradtitough Canning and Pedroni
(2004) demonstrate that cross-country heterogemedy be significant. No study
directly examines the long-run determinants of Btduor growth of industry® These
are the issues that this paper addresses.

3. Modelling industrial development

The econometric growth literature is well known amas produced a plethora of
possible determinants correlating with growth. Hegre it is impossible to account,
at the same time, for all of the variables relefansome countries or period of time.
By first analyzing the importance of energy infrasture for levels of manufacturing,

an approach is to connect to the levels literature.

This literature seems to have evolved partly irpoese to the problems faced by
growth econometrics as well as to the wish to betiaderstand long-term

development. It has given rise to an intense dgonson which long-term, or deep,
determinant is the most important. The contendershis respect are, primarily,

measures of institutions or institutional quality.g., represented by Acemoglu,
Johnson and Robinson, 2005), geography (e.g., S26@8), human capital (e.g.,
Glaeser et al, 2004) and international integrattbm, last often in the form of trade
(e.g., Frankel and Romer, 1999). In addition toséheontrols, the literature on
structural change and industrialization (e.g., lwl954 and Hirschman, 1958)
emphasizes linkages between manufacturing, or medand agriculture, or

traditional, sectors as well as within manufactgrin

19 Because of industry’s prominent role in furtheritmjal-economy growth, one may argue that
analysis focused on GDP growth implicitly coversluetry. While this probably holds true, such
studies fail to isolate the impact of energy infinasture on manufacturing growth, which is bound to
differ from both growth of GDP and that of othectses.
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Starting with deep determinants, increased humapitataleads to improved

productivity, both in sectors and overall. It allovior operating more complicated
tasks and producing outputs with “high-skill” comt® Human capital implies
positive externalities along the lines of Lucas8@P Foreign direct investment (FDI)
tends to locate in human capital rich places. Baéngffrom FDI knowledge

externalities and technology transfer requires th@nestic firms have sufficiently
high human capital levels, i.e., absorptive capadidespread human capital also
increases the scope for new technologies to i@ginvords of Basu and Weil (1998),
appropriate. Industries unable to learn, adopt addpt new techniques and

technologies will be unable to move up value chains

Institutions and their quality play a major roledevelopment. Unless ownership of
property used as collateral, or the ensuing prgdestn investment, can be secured,
incentives to invest will be thwarted and investinéreld back. To this end,
impartiality of courts is crucial. Institutions neck the uncertainty of economic
interaction, increasing market efficiency and préimg long-term large investments
(North, 1990). Also, Rodriket al., (1994) discuss how institutions can create
incentives that lead to innovation and new techgiel Many of such activities are
intrinsic to manufacturing production, drive induest development and, thus, increase
the contribution of industry to aggregate produttiwerformance. The role of
institutions for industrialization is highlighted,ifor example, Botta’s (2009) model

on structural change and economic growth.

Countries without coastline or sea navigable riviensl it relatively difficult to
develop. Likewise, location in the tropics or dseatricken areas entails similar
difficulties. This indicates that geography inflees industrial development. One may
conjecture that the direct impact of geographyratustrial development is probably
smaller than on agriculture, since manufacturinghigh less intensive in its use of
land. However, industry suffers indirectly througis linkages with agriculture.
Through proximity to buyers, geography, also aBeekports, with the longer the
distance being in inverse proportion to the expopportunity. Furthermore,
geographic conditions, such as topology, may hittaetransport of goods to market.
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International integration, which here is proxied ragnufacturing exports, represents
another determinant. Limited domestic markets hinidelustrial development in
many developing countries. Opening up to exports @eating export opportunities
offer scale effects. Moreover, producing at largelume helps firms to reap the
benefits of economies of scale by, for examplendpeable to lower unit costs of
material by buying large amounts or producing atimum efficient scale. Although
evidence is limited, there seems to be some saopedrning from exporting, at least
for low-income countries (Bernard et al, 2007)atidition, competition with foreign
producers may force domestic firms to become mdfeient. Working with
customers in industrialized countries may give asct® knowledge externalities.
Earning foreign exchange increases the abilitynpart capital goods and materials
from abroad at international prices that may beelothhan those offered at home.

One of the determinants often overlooked is the mi agriculture in furthering
industry, with statistical links between the twactees apparently the norm, rather
than the exception. On the one hand, improved atwm@l productivity can be
viewed as releasing resources, especially labquutjrto manufacturing. Jorgenson
(1961) and Sachs (2008) state that without teclyncdd progress in agriculture, a
modern sector might not even prove viable. Only nvagricultural productivity is
high—implying that a farm family can feed many urbatizens so that not each
resident has to feed itself—can a significant sloftbe population become urbanized
and engage in manufacturing production. Agricultca@, then, be seen psshing
industrial development. However, if migration ledadsfood production shortages or
the two sectors’ marginal productivities converggricultural growth may actually

constrain that of manufacturing (Fei and Ranis,1}96

A sectoral link can also develop because manufiacfiproductivity exceeds that of
agriculture and, therefor@ulls labour out of the latter sector. The “standardgwi
holds that the marginal productivity of labour hetleading modern sector is higher
than in the laggard one. This occurs because ofutfienited supply of labour
available to agriculture rendering its marginal darctivity low and, sometimes
negligible. Labour, therefore, has a wage incentivemigrate from agriculture to

manufacturing allowing the latter to grow furtherdadevelop the economy (Lewis,
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1954). Whichever effect dominates, the link betwtensectors has to be accounted

for.

There are additional reasons for linking the twatmes. In agriculture-based
economies, the agricultural sector's exports previmreign exchange, which can be
used to import material and capital goods for itusFurthermore, with a
functioning banking sector, successful agricultsalings can be channelled into and
invested by industry. Redistribution of agriculiusurplus can also be taxed and
provided as support to manufacturing. Industrigiira also increases demand for
agricultural goods (Johnston and Mellor, 1961). i&gture is also a client of
manufacturing, with fertilizers, for example, beimgportant inputs for agricultural
production. Backward linkages are, thus, importahtslow-growing agricultural
sector can act as a drag on manufacturing. Thecegbesstimated coefficient is,
therefore, not unequivocally positive. While agtiatal performance and industrial
development are linked, it is beyond the scopehtd paper to sort out the causal
direction of the link as well as whether that liskpositive or negative"

3.1. Econometric modelling strategy

In several instances the large estimated infrastracimpact has been explained with
econometric flaws. Among the more common complaanésspurious correlation due
to non-stationary data that do not co-integratgasgtructure being endogenous with
respect to the variable being explained, causalityning from, say, GDP in the
direction of infrastructure rather than from enengyastructure to GDP and omitted

variables.

' Alvarez-Cuadrado and Poschke (2009) find evideincsupport of manufacturing-led structural
transformation. By contrast, Awokuse (2009) usewmudtivariate causality framework in a panel
setting, to support the notion that agricultureais engine of economic growth, suggesting that
agricultural labour productivity should be drivimganufacturing performance. Pinstrup-Andersen
and Shimokawa (2006) discuss how insufficient istitacture is one of the key bottlenecks for
utilization of agricultural research and technolodyy limiting farmers’ options and agricultural

output. With good rural infrastructure, economituras to research and technology tend to be high.
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One way to address spurious correlation is by esing the relation between
manufacturing and energy infrastructure using filiffierences. This is, for example,
the approach of Hulten and Schwab (1991). Althoagiplying first differences
indeed addresses non-stationarity in the datambres the long-run relation between
the variables of interest. More specifically, irsgteof estimating the impact of
increasing the stock of energy infrastructure onglxample, industry, it is the impact
of increasing the growth rate of infrastructure iodustrial development that is
estimated. In other words, the analysis shifts flenels and long-term to one of
growth and short-term. Unfortunately, there is eason to believe that the short-term

impact should be the same as that of the long-term.

Instead of using first differences, one may appdyirtegration techniques, which
allow for estimation of long-term relations (seet €xample, Canning and Pedroni,
2004). In this paper, the results obtained by Gamand Pedroni (2004) are exploited
in the sense that their results are assumed to thaéd that is, manufacturing and

energy infrastructure are assumed to cointegrate.

The second serious critique levelled concerns seveausality, i.e., that the estimated
relation shows that higher income leads to incréaseestment rather than the
opposite or, at least, the estimated coefficienlumhes bi-directional causation. That
the coefficient becomes inflated because of bietibaality seems reasonable to
expect. Related to this, energy infrastructure rbayendogenous with respect to
industry, so that industry is an explanatory vddabf energy infrastructure, in

addition to any causal concerns. This paper devsigsficant efforts to test and

account for the endogeneity of energy infrastruetur

This can be done in several ways. Calderon ande8€R004) apply SYS-GMM in a
growth framework to account for endogeneous infuastire and find that the relation
is robust to such adjustment. Another example in&d (1999), who uses the
Seemingly Unrelated Regression Estimation (SUREhrigue and concludes that

transport infrastructure, at least in the caséefl.S., relates significantly to output.

16



Some researchers, for example Holtz-Eakin (1994yehused simpler panel data
estimation techniques, such as the fixed-effects) (Estimator, to investigate the
relation. One advantage of the FE estimator is ithakes into account the effect of
omitted variables that may be correlated with istinacture. Failing to do so affects
the estimated coefficient. Moreover, because enefggstructure is likely to be tax-

financed, richer countries tend to have biggerkstarf such infrastructure. To some
extent, FE helps mitigate the adverse consequeariaasdogeneity bias, for example,
if foreign aid used to finance public investmentaléocated predominantly to the
poorest developing countries. But there is a problgth the FE estimator in that it

only estimates the within country relation. As suithignores statistical variation

between units, which, in some cases, is the mt=stant.

This paper attempts to account for both between waittin variation, while

addressing endogeneity bias, reverse causatiorommited variables. To tackle the
former, FE and random-effects (RE) estimators anpleyed. The other issues are
dealt with by application of instrumental variab(®¢) versions of FE and RE. These
estimation methods are applied to levels and groeghessions. The country-specific
effects can be interpreted as omitted initial cbads, for example, the initial stock of
infrastructure and other variables included andusler] such as geography or cultural

traits, or, more generally, as a way to accountHerinitial development level.

This paper hypothesizes that the marginal effeana&frgy infrastructure is larger for
relatively poor countries. The notion underlyingsthypothesis is that when the stock
of infrastructure is small, which is the case iwdmcome countries, each additional
investment of infrastructure is relatively larger example, if there is only one power
station, adding another implies a 100 per cene@se, while in developed economies
another power station could imply a marginal inseedBased on the assumptions of
diminishing returns to scale and, for simplicithat the level of infrastructure is
proportional to that of income, the estimated impat energy infrastructure on
manufacturing should decrease linearly as incoroe@ses. To examine whether this
is, indeed, the case, the approach of Hulten aakis$®n (2007, 2008) is followed.
That is, the group indicator applied is the incdeneel in year 2000, which leads to

what they term meta-countries. These meta-countiies high income, upper-mid
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income, lower-mid income, low-income and tigers,evehthe last distinguishes the

first- and second-generation Asian fast-growers.

To give an initial impression, the first estimatisna simple OLS of manufacturing

value added per capita on a set of explanatorabkes:

MVApG :ﬁ'Xit+A'Zit+€it ) (1)

whereX is a vector including agricultural labour produil, manufacturing exports,
human capital, institutions and trend to represaetrall technological changg,is a

vector of energy infrastructure anthe standard i.i.d. residu.

Thereafter, to account for country-specific effeetisd omitted variables, (1) is
estimated by RE and FE:

MVADPG =8 Xy + A Zy +17, + & )

where the additional parametess represent unobserved country-specific effects,
fixed or random. Although it is well-known that tiRE estimator may implausibly
assume that the country-specific effects and exptep variables are uncorrelated,
the strength of the estimator is that it providesestimate that weighs in cross-

country variation. Therefore, it seems reasonabbgpply both estimators.

The possibility that infrastructui®; is endogenous is acknowledged and addressed by
way of IV versions of (2). The vect&; is, then, replaced with the fitted counterpart

~

Zit

MVApPG = 8 Xy + 5 Zi +17, + &1 - 3)

12 Geography is excluded because its effects arei@pby the country-specific effects when applying

panel-data techniques.
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The instrument vector; includes variables suggested and found reasoraple

Canning (1998), which are lags 1-3 of populatiod anban population density, as
well as the growth of them. In addition, the otlasssumed exogenous explanatory

variables are included ip, . In the levels regression, lags 1-3 of energyastfiucture

growth are included, whereas in the growth regoessiags 1-3 of energy
infrastructure level are used. The choice of laggie is arbitrary but kept low to
preserve degrees of freedom, but also becausee# dot make much sense to use
higher order.

Equations (1) to (3) are also estimated in growittmfto answer whether growth of
energy infrastructure helps explain industrial depment. Although first differencing
removes the need to account for state dependdntdad does not necessarily follow
that the FE estimator becomes redundant. The rdasocontinue using the estimator
is the wish to account for the effect of initialnclitions. For example, the initial
income level differs across countries and couldehav impact on subsequent growth

performance.

How good are the instruments? As often is the dase possible to argue that some
of the external instruments chosen are, indeedeleded with manufacturing growth.
For example, structural transformation often goasdhin-hand with manufacturing
growthand urbanization. However, the level of urbanizatiorpopulation should not
present such a problem in the FE estimation, dimeeountry-specific effects should
account for that. Population growth and rate ofanrbation should, to a lesser extent,
be correlated with théevel of manufacturing, although one may conceive of a
situation where relatively rich countries have @\&r growing population as well as

high manufacturing per capita.

Easterly (2009) argues that population size isnegessarily a bad instrument because
there is a small-country bias in foreign aid sucht tsmaller countries receive more
aid on a per capita basis as well as more aidrasaato their income. Because aid is
often used to fund large infrastructure projectdeneloping countries, at least for 1V-
regressions involving such countries, populatiore smight actually work well.

Easterly claims that the literature has been un@blghow that population has any
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scale effect for economic growth—for which manudiaictg ought to be significantly
important—which gives some additional support fosing population as an

instrument.

The initial parsimonious instrument vector is t@oge to be valid and needs to be
reduced. Therefore, the final instrument vectodusedecided through a sequence of
tests. In the first, all instruments and three lafyeach are included. The error from
this regression is included in a second regresswtest for its statistical significance
using a simple t-test. Statistical significancecamventional levels suggests whether
infrastructure is endogenous. If, in the first stepe residual is statistically
insignificant andneither the t-test nor the f-test is statisticalgnificant, the test

process stops and infrastructure is deemed exogenou

To decide whether an instrument is valid, eachaidei and lag is tested one by one,
where statistical significance at a t-value ofeatst 3.30 is required. In addition, lags
1-3 of each variable are jointly tested (e.g., la¢gs of population), as are all lags of
each variable (e.g., the first lag of each instmihdn this case, the f-value needs to
exceed 10 (Hill, Griffith and Lim, 2008). In eactep, the vector of instruments is
tested using Sargan’s over-identifying test. Atach instrument reduction, the entire
procedure is repeated. The final step is to enthate in the first stage regression, the

instruments chosen are all statistically significan

To reduce the scope for errors—after all therestmeng priors that infrastructure is
endogenous—a stronger condition as to whether gnefigistructure is exogenous is
imposed. This is done by continuing the test pracedvith those instruments that are
statistically significant at conventional levelstthave t-values below 3.30. In fact,
there are only a few cases when the original testgalure erroneously leads to the
conclusion of exogeneity. But when that occurs astiucture is taken to be

endogenous, although the standard test procedggests otherwise.

What may be missing from the empirical model isrble of dynamics. For example,
past manufacturing production may be an importaatliptor of current output, the
impact of infrastructure might only be felt aftemse time, or output may increase in

anticipation of investments in infrastructure. Tare extent, dynamics are captured
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in the instruments vector, where as many as thage are allowed. However, no
serious attempt to model the dynamics of the mlabetween manufacturing and
energy infrastructure has been made. Having sait] the levels estimations seek to
capture long-run behaviour, and as such, dynamicsiat appear very important.
Short-term behaviour is less certain, but it isikely that growth of infrastructure

affects industrial development contemporaneously.

4, Data

Data on aggregate manufacturing value added intaonslS$ 2000 are drawn from
UNIDQO’s INSTAT3 Database (UNIDO, 2006). The timeies had to be interpolated
and smoothed before employed in statistical wortergy infrastructure (ELGEN) is
measured as electricity-generating capacity, @mwalts per capita. There are at least
two reasons why physical measures of infrastrucineeto be preferred to monetary
values. First, Pritchett (1996) argues that the etemy value of public investment
may contain little information regarding efficienap implementing investment
projects, especially in developing countries. Adoaog to his estimates, only some
little more than half of investment contributes tise stock of public capital.
Consequently, public capital stocks are likely ® dwverestimated and, thus, may
affect its estimated impact. Secondly, if the cosifpan of the stock matters because
the marginal productivity of one link depends oa tapacity and configuration of all
links in the network, it is unclear whether the @ge or marginal product of

additional energy infrastructure today is being suead (Fernald, 1999).

However, there are reasons to adjust ELGEN forityudlsing a sample of 26

European and Central Asian countries, limi (2008),example, shows that a one-
hour reduction in electricitiy outages could getersavings for firms on operating
costs of an average of 1.5 per cent. FurthermbeeWorld Bank (1994) claims that,
on average, only 60 per cent of the power-genegyai@pacity in developing countries
is actually available for production. ConsequenBY,GEN offers a version adjusted
for “quality” (ELGENQ), measured as ELGEN * 1-pentage of power losses. While
ELGEN is obtained from Canning (1998), the adjustimiaformation sources from

Calderon and Servén (2004). Human capital (H) isasued as the average
attainment level for the population aged 15 anceol@arro and Lee, 2000). The

institutions variable (INST), proxied by economieddom, is supplied by Gwartney,
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Lawson and Emerick (2003), while agricultural labqaroductivity (AGR) and
manufacturing exports (MEXP), both in constant UB¥O0, are from the World
Development Indicators (World Bank, 2007).

These data cover 79 advanced and developing cesniWhen ELGEN is quality-
adjusted for its quality, the number of countriesrgases to 66. The data are annual
spanning 1970 to 2000. The actual number of obSensused in the estimations is a
function of the combined data availability of dfiet right-hand side variables and
instruments remaining in the final specificatiomeTpanel is unbalanced in the sense
that some countries are observed for shorter tiem®gs. Table 1 provides the list of

countries in the dataset.

In order to analyze whether countries’ stage ofettgpment matters for the role of
infrastructure, meta-countries are created by grnmugountries according to their
year 2000 income levels—high, upper-mid, lower-iadl low—with a special group
consisting of fast-growing Asian countries, tigeFhe last is of particular interest for

their ability to sustain considerable economic giofer an extended period.

Table 2 contains a collection of summary statisticsthe entire sample. It is readily
seen that the range of manufacturing value addedcagita across countries is
substantial, as is installed electricity-generatocgpacity. Although this does not
necessarily imply a correlation between the twanitbodies the working hypothesis
of this paper. The range of agricultural produtyivand manufacturing exports is
significant, while those of human capital and ingitbns appear to be less. The range
of growth rates for nearly all variables startarirthe negative and continues to fairly
high levels, such as 10.1 per cent for manufaajurialue added per capita. The
highest average growth rates are those for enafgpstructure, which slightly exceed
those for manufacturing. Not surprisingly, instibms register the least average

change.

Ratios between stocks of infrastructure across ft@tatries adds fuel to the notion
of performance gaps between industrialized andindustrialized countries (Table
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3).2 All groups significantly lag behind the high-incentountries’ manufacturing
levels, with the upper-mid income countries conttagest, at 16 per cent. The worst
case is the low-income group, which attains justentban one per cent. In the case of
ELGEN, upper-mid income countries reach a littlerenthan 23 per cent of the high-
income group’s score, while the other country geowgnge from 2.29 to 10.79 per
cent. The figures for ELGENQ are essentially in teeme range. As with
manufacturing per capita, the quantity of enerdyastructure is much smaller in
developing countries. However, Yepes, Pierce angtefo(2009) suggest that

convergence in infrastructure could be underway.

Why is there such a massive infrastructure gap@etiiday supply is an increasing

returns-to-scale industry because it is a naturahapoly. Productive efficiency is

achieved only with large scale production. Settiqy such production networks
implies potentially large profits but also consalde costs. Only governments and
large private companies can bear these costs. Mere@nergy infrastructure is

partially a public good and carries natural mongpdharacteristics, in that they
facilitate many different economic activities. Snthey are in large quantities, they
are expensive and funded through taxation, or m ¢hse of many developing
countries, via official development assistance. tAro common characteristic is that
they are lumpy in the sense of technical indivigibs. The implication is that energy
infrastructure is strongly correlated with incomevdls. This further motivates an

analysis that accounts for stages of development.

The Appendix contains two sets of two-way illustras: the first for levels and the
second for growth. A casual look at the level iitagons suggests that the steepest
slopes, i.e., largest parameters, might be found démergy infrastructure,
manufacturing exports and human capital, but thatha other ones are positively
sloped too. The growth illustrations are more diffi to decipher. With the possible

13 The story is reminiscent of those in UNCTAD’s LD@port (2006) and World Bank’s World
Development Report (1994). The former adds thatitguaf infrastructure is remarkably lower in
developing countries, in particular, in LDCs. Faample, between 1999 and 2001, an average of 20
per cent of total electricity output in the LDCssmMast in transmission and distribution, compared

with 13 per cent in other developing countries sixdoer cent in OECD.
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exception of INST, they are, however, all positwedloped. The multivariate
regression analysis that follows helps to sort whether these two-way relations

continue to hold or capture other features shayeather relations.

5. Regression analysis

There are two main sets of results to present.fifsieset focuses on cross-country
differences in manufacturing per capita levelsottmer words, why do some countries
have higher manufacturing levels than others? énstttond set of results, the enquiry
concerns why some countries’ industries grow fatbtan others’. Both sets of results

start by analyzing pooled datasets, followed bultedased on meta-countries.

5.1. Manufacturing per capita

5.1.1. All countries

Table 4 contains the results of three estimatosnary least squares (OLS), random-
effects (RE) and fixed-effects (FE). OLS, whichbesed on pooling the data, is the
benchmark estimation only. It is well known thatdbuntry-specific effects are
omitted, OLS vyields inconsistent estimates. On d¢iieer hand, the RE and FE
estimators can control for omitted country-speciéiffects such as geographical
features. While the latter estimator accounts toredations between such effects and
infrastructure as well as with other explanatoryiataes, the former assumes such
correlations are zero. The two estimators can hmeard, therefore, to produce
differing results if such correlations are non-zdmocontrast to OLS, the focus of the
FE estimator is on the within-effects, that is, ittn@act within, in this case, countries.
Despite its obvious shortcomings regarding zeroetation between country-specific
effects and right-hand side variables, the rat®fat employing the RE in addition to
the FE estimator is that it factors in the betweeuantry variation, which is ignored
by FE. Although the FE estimator can mitigate emuhmity bias, the obvious

objection of infrastructure being endogenous ib@lated below.
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The vector of control variables includes AGR, MEXRST, H and a trend variable
(T), where the latter accounts for technologicahrge common to all countrié.
Because infrastructure is expected to have profodog-term effects on
technological change (see, for example, Hultenlsaklsson, 2007), the trend variable
enters in interaction with the two energy infrastue variables, denoted (TINT). A
simple interpretation of TINT would be to understahas an indication of how the
impact of energy infrastructure changes over tiliemore interesting one is that
infrastructure strengthens or weakens the effecttexfhnological change on
manufacturing. Alternatively, the incidence of teological change affects the impact
of energy infrastructure on manufacturing. In amge; the expected sign of the

coefficient is positive.

Starting with the OLS, the coefficient of ELGEN mositive and statistically
significant. A 10 per cent increase in energy istinacture is associated with a
manufacturing per capita increase of four per cEtwever, this impact decreases
over time, as evidenced by the negatively signezffictent of TINT, leading to a
total effect of 3.56 per cent. Large positive effegn manufacturing are also obtained
from AGR and INST, which display elasticities beened.50 and 0.56. A 10 per cent
increase in H is associated with a long-term ingeeaf manufacturing of some three
per cent, while the corresponding correlation betwenanufacturing and MEXP is
approximately one per cent. Global technologicange has a negative effect on
industry. One reason for the negative sign is #gaicultural labour productivity has
already been accounted for, although its coefftagmot significant. The unexpected
sign of the coefficient could also reflect the casiion of the sample in that
manufacturing grows fastest in middle- and uppeteil@ income economies.
However, high- and low-income countries have sloweswing industries. With
technological change emanating mainly from the rfesturing sector, it is
conceivable that, if other sectors grow faster, dlaerall association between global

4 The trend variable might, more generally, inclutle impact of macroeconomic environment or
factors that affect trend changes in this envirommélowever, since technological change is
interpreted to be one of the main factors behinchsthange, the interpretation of technological

change is maintained throughout the paper.
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technological change and manufacturing could beatis® This issue will be

revisited when the estimation results for incomamugs are analyzed.

Some of these results may confound the impact ohttg-specific effects and those
of the explanatory variables. Controlling for sugfifiects may change the impact of
several of the determinants. This could be an attio that individual determinants
are correlated with state-dependent factors, saaeagraphy and initial conditions,
such as high or low income. However, the RE ance§iiinators deliver very similar
results, suggesting that neither correlation betweeterminants and country effects,

nor between effects, is a major issue.

With a coefficient of some 0.53 for both FE and RBEe impact of energy
infrastructure is significantly greater than in tbase of OLS. However, a smaller,
rather than greater, point estimate could have b&peacted. This is based on the idea
that ELGEN might capture country-specific effectsthwa positive impact on
manufacturing and that the fixed- and random effeaiuld now reduce that from the
ELGEN coefficient. However, if those effects havenagative effect, the point
estimate of ELGEN would increase, as it does nome @lausible explanation for the
increase could be that ELGEN previously capturedetfiects of initial income, or the
initial stock of energy infrastructure, which undessumptions of convergence, or
catching up, should be negatively correlated withnofacturing per capita. So,
conditional on the initial levels of income and eyeinfrastructure, a 10 per cent
increase of ELGEN is associated with a 5.3 per amrease in manufacturing per
capita. This effect seems excessively large, batiigjated by the negative impact of

the interaction with technological change, leadimg total effect of 4.5 per cent.

Other important consequences of moving to pand-dstimators are registered.
Except for AGR, all parameters are drastically msdlin size. Based on the fixed-
effects estimator, the parameters of INST and Hageroximately 0.19 and 0.13,
respectively. The parameter for MEXP, on the othand, becomes statistically
insignificant. This suggests that, in the OLS eation, MEXP may have captured the
effect of an omitted variable such as geographye Tihk between industry and

agriculture remains as strong as that between indasd energy infrastructure.
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Based on panel-data estimators, adjusting ELGENgi@lity (ELGENQ) does not
seem to change the results in any important wag. ifffpact of energy infrastructure
on manufacturing is still considerable, albeit sainat reduced. However, this might
as well be an effect of a smaller sample, sincedihtries did not have information
on ELGEN quality. It is reassuring that despitestheduction of observations, the
previous results generally remain intact. Regardihg other determinants, the
parameters are somewhat smaller, in particulather dase of INST, which could
imply that countries with better institutions aksd prone to uncertain electricity
supply. In the random-effects estimation, MEXP hagained its statistical
significance, at the 10 per cent level but withaaameter of 0.026, the impact is

small.

So far, an economically meaningful, even substhntigact of energy infrastructure
on manufacturing has been recorded. To asses hakl ofueffect reflects causality
running from energy to manufacturing, ELGEN and HN&) are allowed to be
endogenous. Two panel-data estimators are empldayed,instrumental-variables

estimators of RE and FE.

Table 5 contains the results of the IV estimatdiige estimated coefficients for
ELGEN and ELGENQ, as predicted, are lower, butmath, than previously. In the
case of the former, the decrease amounts to appabeiy 0.07 percentage points
(from 0.53 to 0.46), while, in the latter, it issewhat less, at 0.03 percentage points
(from 0.51 to 0.48). Accounting for the negativenizdpution of TINT reduces the
total effect further to 0.43 in both cases. Thesenmtes, at least, seem to be
approaching more reasonable magnitudes. Thus, ilgn@andogeneity of energy
infrastructure tends to bias upward the estimatesine extent, but not as much as a
priori believed. Other notable changes are that MEXgain, enters significantly, at
between 0.034 and 0.053, depending on estimator measure of energy
infrastructure used. Moreover, in the ELGENQ fixaftects specification, the
coefficient of H is no longer statistically sigméint. Finally, according to the t-test,
ELGEN might actually be an exogenous variable. Bf@ot, the Sargan-test accepts
the instruments, and the first-stage regressionlteegppear to support strongly the

final set of instruments.
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5.1.2. Meta-countries

How do these average results hold up across diffestages of development? Recall
that the marginal effect of an investment in a ioeeme country is expected to
exceed that in a high-income one. Whether or rattssically significantly different
from zero, the point estimates are evaluated. Téasan for also accepting
insignificant parameters for this purpose is thghificance only measures whether
there is enough variation within each group to raeasinfrastructural impact.
Although of interest, there is an additional pugts compare impacts across stages
of development. The obvious drawback of the apgraaiopted in terms of making
such inferences is that the parameter is statistigadistinguishable from zero.
Therefore, insignificant parameters are treateth waution, but fortunately this turns
out not to be a major concern because the parasnééed to be statistically

significant.

Table 6, which has one panel each for ELGEN andBYQ, provides the results for
all the five different estimators discussed abdvae to space limitations, only the
coefficients relevant for energy infrastructure aresented. Empty slots mean that
ELGEN/ELGENQ is not endogenous.

It is striking that energy infrastructure is pog#lly signed and statistically significant
for all income groups. Focusing on the FE estimdtorreasons of comparability, and
total impacts the largest impact occurs for the-g@swing tigers and low-income
countries, followed by upper-mid income countriédnexpectedly, the smallest
coefficient is for lower-mid economies, rather th#me high-income ones. For
countries with high underlying productivity growththe high-income ones and the
tigers—the parameters for the interaction termslyntipat the impact increases over
time. For the other income groups, impact decreases time. Comparing with the
results for the pooled samples, it appears thant#gative impact of technological
change comes from developing countries, which olkielmus the positive one
registered for the other two income groups.

The economic significance of energy infrastructdiféers across meta-countries but

not entirely in the way predicted. Instead of baimgersely related to income levels in
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a smooth fashion, impact varies fairly erraticallhe FE estimator suggests that
energy infrastructure, with a total effect of ELGENd TINT at about 0.65, has the
largest impact in the fast-growing tiger economiésr low-Income countries, the
total effect is 0.45, falling to 0.25 for upper-mabout 0.11 for high-income countries
and, lastly, a mere 0.05 for lower-mid income caest An interpretation is that low-
mid income countries have reached a sort of dewatop plateau, where adding more

energy infrastructure is not the answer to hovwetmlve this issue.

Turning to ELGENQ, the low-income countries recardimpact of 0.34, which is 0.1
percentage point smaller than for ELGEN, while lfswer-mid income countries the
impact is 100 per cent greater (0.085). For otlmmome groups, there is little
difference. In those cases where energy infrastrads deemed endogenous (tigers
and low), the point estimates seem to be excegsilaige. Nonetheless, the
conclusion that energy infrastructure heterogengangpacts on manufacturing, as

well as, on the size ranking, remains.

One interesting aspect of impact plateaus suchasdetected here is that the impact
of energy infrastructure could be non-linear. Femthore, this characteristic could
depend on complementarities not in place. For mt&afor energy infrastructure to
support fully production, its distribution mightgere strong institutions. Hence,
bottlenecks could impair on its efficient functingi Once the necessary institutions

are in place, the large impact of energy infrastmecmight be restored.

Another possible explanation is that infrastructureestments tend to be lumpy,
occurring in infrequent spurts. Moreover, due tgustinent lags, the full response
from the rest of the economy is likely to take pladgth delay. Again, the implication
iIs a smaller measured marginal impact but probablyuch larger total impact.
Against this, one could question why low incomertoes should experience a large
impact. In a situation where there is little or imfrastructure, installing a grid of
energy infrastructure is akin to releasing the eocoy of a binding bottleneck and,
thus, can have a significant effect. Based on ti®n of decreasing marginal returns,
additional energy grid is unlikely to deliver thanse impact. Hence, the impact in

high-income countries is expected to be less thanih poor ones.
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5.2. Growth of Manufacturing per capita

5.2.1. All countries

Although the industrial development regressionscargied out as first differences, a
trend and an interaction term are included. Teabgiohl change might have an
impact on how rapidly manufacturing grows as wallan the interaction between
technological change and growth of energy infrastme. While the trend variable is
not statistically significant in any of the regress, the interaction term is. As was
the case of the level regressions, there are noriant differences between the RE

and FE estimators.

Table 7 presents the OLS, RE and FE result2AEitGEN andAELGENQ. The rate
of industrialization is positive related to the gth of energy infrastructure. An
increase of meanELGEN by one percentage point—from 2.3 per cenB.® per
cent, which amounts to a 50 per cent increase—ssoaated with a 0.12 to 0.134
percentage point increase in the speed at whichufaeturing grows, from 3.6 to
some 3.73 per cent, depending on the estimators @bes not seem excessive,
especially since it includes effects of networkeemalities and spillovers. The results
for AELGENQ are in line with this, albeit somewhat sraall

Because the interaction term is close to zero endase of OLS, the initial effect
remains unchanged. In terms of total impact, bathepdata estimators deliver fairly
sizeable interaction terms, essentially reducing thtal growth impact to nil. The
conclusion is that increasing the growth rate aérgp infrastructure does not have
any sizeable impact on the pace of industrial dgwekent, once country-specific
factors such as initial income and geography argrotbed for. This also illustrates
the important difference between statistical armhemic significance.

Turning to the other determinants of ELGEN, the d@ting one appears to be
growth of human capitalhH). Focusing on the RE and FE estimates, at 0.2
respectively, both impacts are of significant magphe. Change in agricultural labour
productivity is positively related to industrial \ddopment, where a one percentage
point increase is associated with a 0.13 to 0.1BEcgmtage point increase in

manufacturing growth, depending on the estimatbe Point estimate is somewhat
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smaller in the case oAELGENQ. NeitherAMEXP nor AINST are statistically

significant.

These conclusions are considerably altered whenetigogeneity of AELGEN/
AELGENQ is addressed. Table 8 shows that faster thr@ivenergy infrastructure
sharply increases the pace of industrial developnierthe case of RE-IV, the point
estimate suggests that a one percentage pointasers the growth of energy
infrastructure increases the rate of industriakmatfrom 3.6 to 4.43 per cent,
accounting for the interaction term. Ignoring thetvieen effects (FE-1V) further
increases the impact to 4.8 per cent. Beginningp witmean growth rate of 2.5 per
cent, the corresponding figures, WELGENQ are 3.28 and 3.44 per cent for RE-IV
and FE-IV respectively. These are serious growtbcef and suggest that the rate at
which investment in energy infrastructure occurarspthe rate at which industry

grows.

Alterations occur for many of the other determisaag well. In the case aELGEN,
the previously significant effect of human capiglwiped out in terms of statistical
significance, although it enters with a less thegligible parameter. It is replaced by
the significant impact ofAINST on manufacturing growth. A percentage point
increase of institutions raises manufacturing ghofwom 2.3 to some 2.6 per cent.
The disappearance of human capital in the entrah@estitutions in the regression
may indicate some correlation among the explanatanables. Agricultural labour
productivity growth retains its statistical assdioila with industrial development,
while manufacturing exports remain insignificant. few feature, however, is a
positive and significant trend parameter, sugggdiitat global technological change

has a positive impact on manufacturing growth.

Using the RE-IV estimator, in thAELGENQ specification, human capital and
institutions as well as agricultural labour prodwity, enter with statistically
significant parameters of 0.25, 0.19 and 0.10 respdy. However, in the case of
FE-IV, human capital drops out.
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5.2.2. Meta-countries

Starting with a focus on non-lIV estimation resuitsis only for countries in the
lower-mid income category for which energy infrasture is statistically significant.
This is significant in light of the level resultshere this income group displayed the
weakest statistical association. However, at sorfg, @he total impact foAELGEN

iIs not very strong, while it is somewhat strongar the case ofAELGENQ.
Considering also statistically insignificant parders, the total effect for several of
them is actually negative. However, they are allselto zero and near the impact
obtained for the lower-mid economies. Rather theerd being no difference across
meta-countries, the conclusion drawn is that loveed upper-mid income countries
experience similar positive effects, while incregsthe rate of investment for the
other groups of countries does not pay. In termsnahufacturing growth rates,
another conclusion is that energy infrastructurghniplay a role in terms of
convergence due to the need for complementary tmesgs. Relieving one
bottleneck is not enough to increase the growth. fatirthermore, there are limits as
to how quickly economies can grow owing to adjusite®sts and learning. Although
the parameters in all other cases are insignifjd#uet parameter sign in the cases of
upper-mid and low-income countries is negativesThay be interpreted as providing
support for the notion of overprovision in thoseucwies (e.g., Devarajan, Swaroop
and Zhou, 1996; Canning and Pedroni, 2004).

As in the case of the full sample, IV-estimatesegate much stronger associations
between manufacturing growth and change in enemfnastructure. However, the
difference compared with non-IV estimators is sgdathat it is difficult to explain.
For example, the largest impact is now found foparamid income countries for
whom the total impact is greater than 0.62. Thesefalowed by the high-income
countries, with a total impact ranging from 0.44t63 forAELGEN and 0.42 to 0.58
for AELGENQ. lower-mid income countries come third, witB1, while for the other
income groups the IV estimates are not statisticalinificant. Hence, controlling for
endogeneity is important, but the IV estimatesrarteentirely reliable.

Generally, the IV estimates appear too large, avaccounting for externalities. A

one percentage point increase in the growth ofggnerfrastructure implies a very
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large increase in public and private spending, éxgn to hope for a one-to-one
relation does not seem realistic. One alternativéhat the causal relation running
from manufacturing to energy infrastructure is rnega so controlling that effect

increases the estimate of the causal relation frenergy infrastructure to

manufacturing. This could happen, for example, heré is overprovision of

infrastructure in poor countries, where, for examphe channel could be foreign aid.
It is also possible that poorer countries devoteenad their resources to infrastructure
than rich countries do.

However, the weighted impact of energy infrastruetis likely to be underestimated

because manufacturing has important linkages teraslectors of the economy. If

investment in energy infrastructure improves mactufang, it means that such

investment contains spillovers for the rest ofébenomy. Those effects are not fully
accounted for in the above regression analysisghwtiiey would be if, for example,

GDP per capita were the dependent variable. Farréason, the weighted estimates
should be seen to constitute a lower bound.

The overall conclusion remains that energy infragtire is positively related to
industrial development. The economic effect is intgmat, but probably not as
important as the IV estimates seem to suggest.

6. Conclusions

The purpose of this paper has been to estimatenb&ct of energy infrastructure on
cross-country differences in manufacturing levets well as differing pace of
industrialization. A serious attempt has been ntadeddress statistical issues such as
reverse causality, endogeneity bias and omittet-sigpendent variables. Whereas
the starting point for the econometric work wadreat all countries as homogenous,
it was recognized early on that such an assumptiaggzht be difficult to defend.
Furthermore, it was believed that the impact ofrgpénfrastructure could be higher
if the initial infrastructure stock was small. Fdling this, the sample of countries
was divided into four groups based on income leuelproxy for different stages of
development. In addition, a group of Asian fastvgrg countries—tigers—was

created.
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Apart from regressing manufacturing on energy stfiecture, the regression models
employed have drawn from the so called deep detemts literature, as well as from
the structural change literature. These literatuoeght to be as relevant for
manufacturing as for total economy aggregates. Floenformer, human capital,
institutions, manufacturing exports and geograpieyabtained, while from the latter,
the strong linkage between agriculture and manufaug is proxied with agricultural
labour productivity. Geography is only controlledr foy way of country-specific
effects, with no estimated explicit effect. To asklr the econometric issues
mentioned above, random- and fixed-effects instnialevariables estimators were

used.

The first conclusion drawn is that energy infrasttue in an economically
meaningful sense helps to explain why some counbré’e managed to industrialize
while others have not. In other words, energy sthecture holds one part of the key
that brings development and prosperity. With thansic role of energy in production
and, indirectly, in education and health, it woblel surprising if such infrastructure

was not important.

Secondly, energy infrastructure is positive andificant across all income groups,
but there are differences. The impact seems tatyedst for the poorest economies
and for the fast-growing Asian tigers. The lowestireate is for lower-mid income

countries, suggesting there might be importantstiwkel effects, or non-linearities, on
which to focus future research. Non-linearities mayse because infrastructure
investment tends to be lumpy, which breaks the bekwveen capital stocks and its
service flows. At low incomes, infrastructure maydomplementary and have higher
pay-offs, while at high incomes, substitution effedominate and pay-off, therefore,

are lower.

Adjustment for the quality of energy infrastructuras no significant effect on the
results. However, use of panel-data methods haufisent effects on the estimates
showing the importance of accounting for omittedialdles and state-dependent
country-specific effects. To some extent, instrutakervariables techniques are
important but appear less urgent than country-fipeeffects. At least the overall

conclusions appear rather unaffected.
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Thirdly, energy infrastructure provides an explarafor differing industrial growth
rates. However, once the interaction effect betweeergy infrastructure and
technological change is accounted for, the impigetifecantly decreases. Contrary to
the level case, endogeneity of energy infrastriectisr important. The estimated
parameter inflates considerably suggesting thatggniafrastructure has a significant
effect on the pace of industrialization. Comparathwhe level or long-term cases,
where the endogeneity of energy infrastructureotsvery pronounced, for growth or
the short-term case, there is feedback to address.

Fourthly, growth of infrastructure is not positiyalelated to industrial development
for all groups of countries—only for lower-mid ino@ ones. This is interpreted as a
sign of convergence in the sense that energy infictsire is important for catching-
up. However, this is probably one of several pdsséxplanations. There are also
some signs that energy infrastructure might be presided in the case of low and
upper-mid income countries, at least judged bynibgative estimate obtained. Using
instrumental-variables estimation leads to muclgdamparameters, with lower-mid,
upper-mid and high-income economies, displaying itppes effects of energy

infrastructure.

While most empirical work on the impact of infrastture uses public capital as a
proxy and focuses on some total economy aggregatdy as GDP, this paper has
contributed by focusing directly on energy infrasture and its role in furthering
industrial development, although it is far from fiveal word on energy infrastructure.
For example, the empirical model used here lacksaayc components. If the
parameter of energy infrastructure captures soméhatf dynamics, the marginal
impact is overestimated, although the total effeatr time may not. In terms of the
conditions under investment in energy infrastruetleads to contemporaneous
growth, little is known of the lag time involvedofn investment to the inception
effects of industrialization, as well as of theddnof time the effect occurs. This is
likely to be a larger issue in the growth than leegressions, since the latter is about
describing long-term industrial development. Tauwkli the question whether
governments should build energy capacity in advaficeeds, it is possible that such

investment has little or no effect on growth if qdementary investments are not
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undertaken or there is no real demand for it. Spnpkestment in infrastructure leads

to contemporaneous growth only if the country ised for growth.

As investment in energy infrastructure may onlypare for growth, there may be
better investments with higher rates of returnhe short term. This implies that
governments should make such investments in owleelieve the economy from
infrastructural bottlenecks. The policy decisiorgoirernments needs to asses demand
before deciding on investing in infrastructure, exsally in developing countries

where resources are relatively scarce and tradeptéhtiful.

This paper has alluded to the possibility of thodgdheffects. Development stage has
been proxied by income levels, but those levelshosen in rather arbitrary fashion.
Methods such as those developed by Hansen (19@B{aner and Hansen (2004)
might better illuminate how and at what stage ofedigoment energy infrastructure
impacts on manufacturing and its growth. Although atempt to account for the
quality of energy infrastructure has been made—autrany significant difference in
the result—such data are actually sparse and maydequately proxy for actual
quality. Hulten (1996) has shown how quality migtitump the quantity of
infrastructure.™ Although crowding-out effects, financing or owrles of
infrastructure have not been addressed, they maympertant for understanding

when and under what circumstances the effect afggriefrastructure is maximized.

Data quality across countries is likely to diffegrsficantly, which means that the
stages of development analysis may be bidSEdrthermore, although the income
groups have been ranked according to their potithates and rates of return, formal
statistical tests have yet to be carried out temene if differences are actually

statistically different. For these reasons, theltesre indicative rather absolute.

> The World Development Report994 (World Bank, 1994) goes beyond quantity of energy
infrastructure to consider quality of infrastruagervices as well as the role of maintenance.

% That issues of data quality and accurate covenagenly apply to developing countries, although
problems ought to be more severe in those countiseexemplified by the proposal for a new

architecture for the United States national acco@argenson and Landefeld, 2009).
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This paper has made a considerable case for emdrggtructure in explaining cross-
country differences in manufacturing levels andesabf industrialization, which
should prove useful for policymaking. Future resbhameeds to address in depth the
exact dynamics of investment in energy infrastriggtidentify threshold effects and

collect information on quality and maintenance.
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Tablel. List of countries

HIGH INCOME UPPER-MID LOW-MID LOW INCOME TIGERS
Income per capita = Income per capita = Income per capita =
6,001 and above in 3,001-6,000 in year up to 3,000 in year
year 2000, excluding 2000 2000
OECD + Israel
Australia Argentina Algeria Bangladesh China
Austria Barbados * Colombia Benin * India
Belgium Chile Costa Rica Bolivia Indonesia
Canada Mauritius * Dominican Republic Cameroon KoRepublic of
Denmark Mexico Ecuador Central African Rep. *  Mailay
Finland Panama Egypt Congo Singapore
France South Africa El Salvador Ghana Thailand
Greece Syria Fiji * Guinea Bissdu
Italy Trinidad and Tobago Guatemala Honduras
Japan Tunisia Guyana Kenya
New Zealand Turkey Iran Malawi *
Norway Uruguay Jamaica Mai
Portugal Venezuela Jordan Nepal
Spain Pakistan Nicaragua
Sweden Paraguay Niger *
Switzerland Peru Papua New Guinea *
UK Philippines Rwanda *
USA Sri Lanka Senegal

Tanzania, U. Rep. of
Togo

Uganda *

Zambia

Zimbabwe

79 countries in the ELGEN dataset, 66 countrighénELGENQ dataset.
* Not included in the ELGENQ dataset.
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Table 2. Descriptive statistics (in logs)

Variable Mean Stand. Dev. Min Max
Levels of*

MVA per capita 5.837 1.763 2.237 8.736
ELGEN -1.343 1.591 -5.065 1.670
ELGENQ -1.279 1.486 -4.707 1.589
AGR 7.646 1.519 5.131 9.992
MEXP 3.182 1.163 0.488 4.554
INST 1.755 0.158 1.342 2.079
H 1.605 0.158 -0.338 2.439
Growth of**

MVA per capita 0.023 0.028 -0.094 0.101
ELGEN 0.029 0.025 -0.045 0.093
ELGENQ 0.029 0.025 -0.033 0.088
AGR 0.025 0.017 -0.028 0.068
MEXP 0.027 0.049 -0.239 0.272
INST 0.007 0.009 -0.022 0.067
H 0.016 0.010 0.001 0.051

* Year is 2000.
** Average, 1970-2000.
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Table 3. Comparison of infrastructure stocks across meta-countries, relative to high-
income, per cent, year = 2000

MVA ELGEN ELGENQ
High 100.00 100.00 100.00
Low 1.30 2.29 2.86
Lower-mid 8.03 10.79 10.35
Upper-mid 16.20 23.06 22.09
Tigers 9.55 9.99 9.98
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Table 4. Energy and Manufacturing per capita, OL S, Random and Fixed effects

oLS RE FE oLS RE FE
Constant 0.790%  1.969% 2.436% 0.621 % 1.969 % 2.933%%
(3.58) (4.99) (4.82) (2.74) (4.99) (5.14)
ELGEN 0.404+ 0.528* 0.531+
(16.22) (12.18) (10.46)
ELGENQ 0.355** 0.507* 0.507*
(13.83) (11.16) (9.73)
AGR 0.564**  0.538% 0.499* 0.588 %+ 0.538% 0.454%*
(23.82) (12.60) (8.54) (23.06) (12.60) (7.12)
MEXP 0.106** 0.022 0.012 0.114** 0.026 0.012
(10.05) (1.57) (0.84) (10.45) (1.77) (0.75)
INST 0.500* 0.207** 0.187** 0.419** 0.17F 0.134*
(4.28) (3.78) (3.47) (3.43) (3.01) (2.43)
H 0.296** 0.155** 0.129* 0.360** 0.166** 0.110
(7.01) (2.59) (2.11) (7.52) (2.63) (1.69)
T -0.024*  -0.019* -0.017* -0.024* -0.019** -0.015*
(13.98) (15.27) (8.06) (13.77) (13.11) (6.44)
TINT -0.003*  -0.005** -0.005** -0.002* -0.005** -0.004**
(3.53) (7.18) (6.50) (2.56) (6.59) (5.93)
N 1685 1685 1685 1536 1536 1536
R 0.93 0.92 0.60 0.93 0.92 0.60
Fa 3604.83*  1652.36* 135.82** 304850  1398.37* 131.08*
(7,1677) ©) (7,1599) (7,1528) ©) (7,1463)

Note All variables are in logs and absolute t-valueparentheses. ***, ** and * denote statistical
significance at the 1, 5 and 10 per cent, respelgtiemall-sample correction carried out for FEust
standard errors and N = number of observations.

ELGEN = electricity-generating capacity, ELGENQ w=atjty of electricity-generating capacity, AGR
= agricultural value added per worker, MEXP = mamtifiring exports in manufacturing value added,
INST = economic freedom, H = educational attainmewel for population aged 15+, T = linear time
trend and TINT = interaction term between trend BbGEN/ELGENQ.

 For OLS: F-test for joint significance of paramete=[k, N-k-1].

® For RE: Wald-test for joint significance of paraers, F[K].
& For FE: F-test for joint significance of parametef[k+i, N-(k+i)].
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Table5. Energy Infrastructure and Manufacturing per capita, FE-IV

RE-IV FE-IV RE-IV FE-IV
Constant 1.81%* 2.390*** 2.042+* 2.984 ***
(3.76) (6.30) (3.88) (6.99)
ELGEN 0.462** 0.463**
(5.21) (5.46)
ELGENQ 0.467** 0.476**
(5.17) (5.55)
AGR 0.531** 0.477 *** 0.5171** 0.423***
(15.54) (13.55) (14.02) (11.40)
MEXP 0.045** 0.034* 0.053** 0.035**
(2.59) (2.17) (2.77) (2.01)
INST 0.159** 0.137* 0.175** 0.14%
(2.75) (2.30) (2.97) (2.32)
H 0.232** 0.208* 0.21% 0.147
(2.08) (2.16) (1.81) (1.46)
T -0.017** -0.015** -0.017** -0.013**
(12.60) (7.21) (12.30) (6.42)
TINT -0.003** -0.003** -0.003** -0.003**
(3.99) (3.90) (3.84) (3.83)
N 149 149« 133¢ 133¢
Endogenous ELGEN ELGEN ELGENC ELGENC
R? 0.93 0.60 0.93 0.76
F? 341.67* 210.05** 305.53* 192.16*
(7,1487)  (86,1408) (7,1332)  (73,1266)
FP 117.4%* 117.96**
(78,1408) (65.1266)
First t-test’ 0.311** 0.270 0.322** 0.226
Final t-tesf’ -0.103 -0.106 0.083 0.067
First stag€ First stag€
AELGEN, 6.19** 6.46** AELGENQ 6.1 1** 6.43**
AELGEN,, 5.36** 5.8F** AELGENQ., 5.04** 5.43**
AELGEN. 5 5.5k 6.12+* AELGENG, 5 5.48% 5.9
Sargarl 0.246 1.383

Note All variables are in logs and absolute t-valueparentheses. ***, ** and * denote statistical
significance at the 1, 5 and 10 per cent, respelgtismall-sample correction carried out for FE-IV,
robust standard errors. N = number of observatiBndpgenous = endogenous explanatory varidble,
= first difference operator.

ELGEN = electricity-generating capacity, ELGENQ w=atjty of electricity-generating capacity, AGR
= agricultural value added per worker, MEXP = mamtifiring exports in manufacturing value added,
INST = economic freedom, H = educational attainmewel for population aged 15+, T = linear time
trend and TINT = interaction term between trend BbGEN/ELGENQ.

% For RE-IV: Wald-test for joint significance of mameters, F[k, N-k]? For FE-IV: F-test for joint
significance of parameters, F[k+i, N-(k+i)]. For FE-IV: F-test for whether the fixed effectsear
statistically significant F[i-1, N-(k+i]° T-test for whether ELGEN/ELGENQ is endogenoushia first
test round” T-test for whether ELGEN/ELGENQ is endogenoushie kast test roun8l First stage t-
values for instruments>test for validity of instrumentsg (instr.-1).
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Table 6. Energy Infrastructure and Manufacturing per capita, OLS, Random-effects
RE), Fixed-effects (FE), and RE and FE instrumental variables, Meta-

countries
High Upper-Mid Lower-Mid Low Tigers
OoLS ELGEN 0.125**  0.507**  0.485**  (0.352**  (.722%*
(2.84) (5.99) (6.11) (4.05) (9.94)
TINT 0.003 -0.000 -0.015**  -0.007** 0.005**
(1.44) (0.09) (4.99) (2.12) (2.42)
RE ELGEN 0.113*  0.499**  0.168**  (0.508**  (.722**
(2.69) (10.02) (3.20) (9.53) (9.94)
TINT 0.001 -0.015**  -0.007*** -0.008***  0.005**
(0.79) (6.54) (3.92) (4.35) (2.42)
FE ELGEN 0.106* 0.494**  0.160**  0.557**  (0.570**
(2.31) (10.17) (3.09) (9.93) (8.27)
TINT 0.000 -0.015**  -0.007*** -0.007**  0.005**
(0.36) (6.96) (3.67) (3.67) (2.36)
RE-IV ELGEN 0.875**  0.445**
(6.15) (2.06)
TINT -0.008**  0.009**
(4.99) (2.32)
FE-IV ELGEN 0.500*  1.428***
(5.37) (4.15)
TINT -0.008**  -0.010
(5.29) (1.53)

OLS ELGENQ 0.128*  0.482*** 0.563***  0.579**  0.723***

(2.76) (6.57) (6.62) (8.54) (10.69)

TINT 0.003 -0.002 -0.018**  -0.019**  0.005**
(1.55) (0.38) (5.99) (6.27) (2.74)

RE ELGENQ 0.106%  0.499%  0.227**  (.521%*  0.723%*
(2.58) (8.11) (3.20) (9.22) (10.69)

TINT 0.001 -0.006%  -0.009%* -0.012**  0.005**
(0.91) (2.54) (3.91) (7.09) (2.74)

FE ELGENQ 0.098*  0.483%*  0.213** (.533*%*  (0.531%*
(2.20) (9.71) (4.22) (9.69) (8.16)

TINT 0.001 -0.014%*  -0.008** -0.012**  0.006***
(0.48) (5.98) (4.63) (6.86) (2.80)

RE-IV ELGENQ -0.583 0.845"*  0.645%**
(1.60) (8.15) (3.06)

TINT 0.019* -0.015**  0.006
(2.12) (7.94) (1.64)

FE-IV ELGENQ 0.836* 0.472%  0.910*
(5.80) (6.63) (2.47)

TINT -0.020 -0.012**  -0.001
(5.67) (7.65) (0.20)

Note All variables are in logs and absolute t-valueparentheses. ***, ** and * denote statistical
significance at the 1, 5 and 10 per cent, respelgtiv

Blank implies that ELGEN/ELGENQ was not endogenous

ELGEN = electricity-generating capacity, ELGENQ eatjty of electricity-generating capacity, TINT
= interaction term between trend and ELGEN/ELGENQ.

Table 7. Energy and Industrial development, OL S and Fixed effects
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Table 7 Energy and Industrial development, OL S and Fixed effects

oLS RE FE oLS RE FE
Constant 0.0r2  0.015* 0.017%*  0.013**  0.017**  0.020**
(2526)  (2.53) (3.39) (2.61) (2.95) (3.81)
AELGEN 0.118  0.129* 0.134*
(2.14) (2.60) (2.65)
AELGENQ 0.095 0.10% 0.104
(1.69) (1.91) (1.92)
AAGR 0.158%*  0.141%*  0.134%*  0.133%*  0.121%*  0.114%*
(6.14) (5.78) (5.45) (5.10) (4.82) (4.54)
AMEXP 0.011 0.004 0.002 0.002 -0.003 -0.006
(1.06) (0.44) (0.18) (0.20) (0.29) (0.62)
AINST 0.099 0.114 0.106 0.079 0.107 0.119
(1.27) (1.50) (1.36) (0.97) (1.31) (1.44)
AH 0.40F*  0.285* 0.244* 0.40F*  0.310% 0.236*
(4.57) (3.08) (2.56) (4.38) (3.19) (2.35)
T -0.000  -0.000 -0.000 -0.000 -0.000 -0.000
(0.82) (0.83) (0.65) (0.80) (1.02) (1.18)
TINT -0.001  -0.007* -0.008* 0.000 -0.004 -0.006
(0.36) (2.16) (2.67) (0.09) (1.17) (1.77)
N 1510 1510 1510 1395 1395 1395
R 0.07 0.0€ 0.04 0.08 0.03 0.04
Fa 13.18*  63.01* 7.68+ 10.70%  50.73* 5.9+
(7,1502) ©) (7,1427)  (7,1387) ©) (7,1322)

Note All variables are in logs and absolute t-valueparentheses. ***, ** and * denote statistical
significance at the 1, 5 and 10 per cent, respalgtismall-sample correction carried out for FE-IV.
N = number of observations, Groups = number of tes)A = first difference operator.

ELGEN = electricity-generating capacity, ELGENQ w=atjty of electricity-generating capacity, AGR

= agricultural value added per worker, MEXP = matifiring exports in manufacturing value added,
INST = economic freedom, H = educational attainmewel for population aged 15+, T = linear time
trend and TINT = interaction term between trend BbGEN/ELGENQ.

& For OLS: F-test for joint significance of paramete=[k, N-k-1].
 For RE: Wald-test for joint significance of paraers, F[K].
& For FE: F-test for joint significance of parametef[k+i, N-(k+i)].
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Table 8. Energy Infrastructure and Industrial development, FE-IV

RE-IV FE-IV RE-IV FE-IV
Constant -0.03% -0.057*** -0.026 -0.029*
(2.16) (2.69) (2.28) (1.73)
AELGEN 0.848* 1.218*
(3.25) (3.70)
AELGENQ 0.683** 0.94%*
(3.89) (3.55)
AAGR 0.134** 0.117 *** 0.102¢%* 0.079**
(4.42) (3.08) (3.33) (2.24)
AMEXP 0.002 0.001 -0.008 -0.003
(0.18) (0.05) (0.70) (0.25)
AINST 0.230* 0.268* 0.193* 0.19%
(2.41) (2.14) (2.15) (1.77)
AH 0.170 0.133 0.247* 0.097
(1.17) (0.72) (2.00) (0.60)
T 0.00F 0.002** 0.00F 0.009
(2.30) (2.69) (2.47) (1.83)
TINT -0.00F -0.000 -0.000 -0.000
(1.69) (1.34) (1.74) (0.62)
N 145; 145; 1232 1395
Endogenous AELGEN AELGEN AELGENQ AELGENQ
R? 0.03 0.00 0.03 0.00
Fa 7.38** 4.8G* 7.82%* 4.58*
(7,1444) (83,1368) (7,1325) (73,1322)
Ff 1.01 1.18
(75,1368) (65,1322)
First t-tesf 0.499** 0.319* 0.565** 0.326**
Final t-test’ 0.975** 1.202* 0.556** 0.94F*
First stage€ First stage€
ELGEN,5 4,58 4.53*  ELGENQ, 4.63*
ELGENQ. 5.84%*
Sargarl

Note All variables are in logs and absolute t-valueparentheses. ***, ** and * denote statistical
significance at the 1, 5 and 10 per cent, respalgtismall-sample correction carried out for FEhust
standard errors, Endogenous = endogenous explgnatoable,A = first difference operator and N =
number of observations.

ELGEN = electricity-generating capacity, ELGENQ w=atjty of electricity-generating capacity, AGR
= agricultural value added per worker, MEXP = mamtifiring exports in manufacturing value added,
INST = economic freedom, H = educational attainniewn¢l for population aged 15+, T = linear time
trend and TINT = interaction term between trend BhGGEN/ELGENQ.

% For RE-IV: Wald-test for joint significance of ameters, F[k, N-k]® For FE-IV: F-test for joint
significance of parameters, F[k+i, N-(k+i)]. For FE-IV: F-test for whether the fixed effectsear
statistically significant F[i-1, N-(k+i]° T-test for whether ELGEN/ELGENQ is endogenoushia first
test round T-test for whether ELGEN/ELGENQ is endogenoushie kast test roun8l First stage t-
values for instrumenfs;*test for validity of instrumentsg? (instr.-1).
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Table 9. Energy Infrastructure and Industrial Development, OL S, Random-effects RE),
Fixed-effects (FE), and RE and FE instrumental variables, M eta-countries

High Upper-Mid Lower-Mid Low Tigers

OLS AELGEN 0194 -0.012 0.198* -0.194  0.075
(1.42)  (0.08) (2.40) (1.01)  (0.76)

TINT -0.011  0.006 0.082*  0.005 -0.001
(1.46)  (0.71) (2.17) (0.48)  (0.18)

RE  AELGEN  0.186  -0.012 0.229* -0.184  0.075
(1.35)  (0.08) (2.87) (0.91)  (0.76)

TINT -0.011  0.006 -0.01%*  0.004  -0.001
(1.43)  (0.71) (2.35) (0.32) (0.18)

FE  AELGEN  0.167  -0.040 0.228* -0.188  0.100
(1.19)  (0.29) (2.63) (0.88)  (1.09)

TINT -0.011  0.006 -0.012*  0.004  -0.007
(1.36)  (0.72) (2.30) (0.34)  (1.05)

RE-IV AELGEN 0527  0.821%*
(256)  (2.82)

TINT 0.000*  -0.011*
(1.72)  (2.28)
FE-IV AELGEN  0.424* 0.341*
(2.45) (2.22)
TINT 0.001+ -0.002+
(2.44) (3.60)
OLS AELGENQ 0.192  -0.059 0.189* -0.251 -0.040
(1.38)  (0.44) (2.35) (1.28)  (0.11)
TINT -0.011  0.008 -0.006 0.012  0.003
(1.45)  (0.92) (1.23) (1.18)  (0.46)
RE  AELGENQ 0.184  -0.059 0.222% 0251  -0.040
(1.31)  (0.44) (2.73) (1.28)  (0.35)
TINT -0.011  0.008 -0.009 0.012  0.003
(1.42)  (0.92) (1.88) (1.18)  (0.46)
FE  AELGENQ 0.166  -0.090 0.223* -0.242  0.002
(1.17)  (0.72) (2.59) (1.24)  (0.02)
TINT -0.011  0.008 -0.010¢ 0.009 -0.003
(1.37)  (1.01) (1.97) (0.90)  (0.43)

RE-IV AELGENQ 0.515*  0.641*
(2.38)  (2.31)

TINT 0.004  -0.001
(1.76) (152

FE-IV AELGENQ  0.403*
(2.43)

TINT 0.001+
(2.46)

Note All variables are in logs and absolute t-valueparentheses. ***, ** and * denote statistical
significance at the 1, 5 and 10 per cent, respelgtiv

Blank implies that ELGEN/ELGENQ was not endogenous

ELGEN = electricity-generating capacity, ELGENQ eatjty of electricity-generating capacity, TINT
= interaction term between trend and ELGEN/ELGENQ.
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Appendix I:

Two-way illustrations of manufacturing per capita and selection of RHS variables
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Manufacturing Value Added and Agricultural Productivity
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log of manufacturing value added per capita
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Appendix I1:
Two-way illustrations of change in manufacturing per capita and selection of RHS

variables
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Growth of Manufacturing Value Added and Agricultural Productivity
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